**Abstract for an Industry Talk - 1st Israeli RL Day**

**Title:** The Business Value of Reinforcement Learning and Causal Inference

**Abstract:** Machine-learning prediction methods have been extremely productive in various applications, yet there are major gaps between making a prediction and making a decision (Athey, 2017). Data scientists seem to be solely focused on using classification, regression, and clustering methods to answer the question “what is/will be going on.” (Griffin, 2020) thus neglecting answering prescriptive questions like “**what is the effect of my action”** or “**how to take optimal actions** to improve metrics”. (Bertsimas & Kallus, 2020). However, these questions are well studied in the related frameworks of **Causal Inference.** (Guo et al., 2020; Yao et al., 2020) and **Reinforcement Learning** (Dulac-Arnold et al., 2019). In this talk I will cover the potential, opportunities and limitation of application of these frameworks to optimize business outcomes. I will question whether offline RL (Agarwal et al., 2019; Levine et al., 2020) could revolutionize the way operational research, marketing and sales are being done.

**Speaker:** Dr. Hanan Shteingart has a graduated from ELSC/HUJI computation neuroscience program with background in Physics and Electrical Engineering. His PhD thesis focus was on using RL to explain human, and animal behavior as well as neural encoding (Mongillo et al., 2014; Murakami et al., 2017; Shteingart et al., 2013; Shteingart & Loewenstein, 2014, 2015, 2016). He is a lecturer in Yandex Data Science School on Supervised and Reinforcement Learning. He has built the data science teams in several startup companies like Gong.io, Biocatch, Playtika as well as in enterprises like Microsoft. Today he works in VIANAI where he is building a platform to democratize the ability to optimize and evaluate business policies.

**VIANAI** Systems, Inc. was founded in early 2019 to address the emerging market opportunity in Enterprise AI. The company was publicly launched in September 2019 with $50M initial venture investment. Since its founding, VIANAI has worked with some of the largest and most respected businesses across multiple industry segments to deliver AI/ML and Data Science solutions covering a variety of strategic use cases and technology capabilities.
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